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About This Guide

Filr 3.1 Installation and Upgrade Are Not Documented in This Guide

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.
+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions
in the Filr 3.1 Release Notes to apply the 3.1 update.

+ To Upgrade to Filr 3.1: Use the instructions in the Filr 3.1 Release Notes to apply the 3.1
update.

Best Practice Deployments

To create a production-viable, best practice Filr deployment, complete the sections below in the order
presented.

+ Chapter 1, “Overview,” on page 9

¢ Chapter 2, “Planning Is Critical,” on page 11

+ Chapter 3, “System Requirements,” on page 13

+ Chapter 4, “Setting Up Shared Storage,” on page 23

+ Chapter 5, “Downloading and Preparing the Filr Software,” on page 27
+ Chapter 6, “Deploying the Virtual Machines,” on page 31

+ Chapter 7, “Starting and Configuring the Appliances,” on page 45

+ Chapter 8, “Creating an Expandable Filr Deployment,” on page 51

+ Chapter 9, “Setting Up Filr Services,” on page 67

Test and Evaluation Deployments
To create an evaluation or test deployment, see the following sections.

+ Appendix B, “All-in-One (Small) Deployment—Creating,” on page 111

and

+ Appendix E, “Non-Expandable Deployment—Creating,” on page 129
Upgrade Instructions
To upgrade existing deployments, see

¢ Chapter 11, “Upgrading a Large Filr Deployment,” on page 81

+ Appendix C, “All-in-One (Small) Deployment—Upgrading,” on page 113
Audience

This guide is intended for Filr Administrators.

About This Guide
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Feedback

We want to hear your comments and suggestions about this manual and the other documentation
included with this product. Please use the comment on this topic link at the bottom of each page of
the online documentation.

Documentation Updates

For the most recent version of this guide, visit the Filr 3.0 Documentation web site (http://
www.novell.com/documentation/filr-3).

Additional Documentation

For other documentation on Filr 3.0, see the Filr 3.0 Documentation web site (http://www.novell.com/
documentation/filr-3).
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Overview

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions
in the Filr 3.1 Release Notes to apply the 3.1 update.

What Is Micro Focus Filr?

Micro Focus Filr is an enterprise file sharing tool that leverages your current file server and security
infrastructure to provide multi-device access to organizational and personal files.

Filr
‘j ‘ N
¢ (N o
eDirectory Filr Access Firewall NetWare
Users Devices
Comments =
|
w ) (- /g
Active : OES
Directory My Files
Users
| Net Folders m/
'i | ® Windows
Other Q
Internal Search
Users @ ~
' Sharing SharePoint
External @
Users Synchronization
— -/ - Filr Data Disk

For more detail about this illustration and for more illustrations and explanations, see the Filr :
Understanding How Filr Works.

What Is “Filr Clustering”?

“Filr clustering” is a term that is sometimes used in the Filr product and means that multiple Filr
appliances access a shared storage location, which contains deployment-level configuration settings
and data. “Filr clustering” provides a measure of

+ Fault tolerance

Overview
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And
+ High availability

“Filr clustering” is not related to Novell Cluster Services.

This guide refers to “Filr-clustered” deployments as “Expandable” deployments.
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Planning Is Critical

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions
in the Filr 3.1 Release Notes to apply the 3.1 update.

Creating a successful Filr deployment requires that you

1. Involve pertinent stakeholders.
2. Conduct a thorough needs assessment.
3. Plan your deployment based on the needs assessment.

The instructions that follow assume that you have:

1. Completed the planning processes outlined in the Filr Planning Your Filr Deployment—Best
Practices guide.

2. Filled in the Filr 3.0 Planning Worksheets associated with the Planning Best Practices guide.

Planning Is Critical 11
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System Requirements

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions

in the Filr 3.1 Release Notes to apply the 3.1 update.

Expandable Deployments Are the Focus of This Guide

Other deployment types are covered in

*

*

The following sections outline platform, version, and other requirements for your expandable Filr

Appendix B, “All-in-One (Small) Deployment—Creating,” on page 111
Appendix E, “Non-Expandable Deployment—Creating,” on page 129.

deployment.

*

*

“Administrative Workstations and Browsers” on page 13
“Appliance Disk Space” on page 14

“Appliance Memory and CPU” on page 14

“Appliance Shared Storage (/vashare Mount Point) Platforms” on page 14
“Desktop Platforms (for the Desktop Application)” on page 15
“Desktop Web Application Access” on page 16

“File Servers (Backend Storage)” on page 17

“Filr Software” on page 18

“IP Addresses” on page 18

“LDAP Directory Services (Users and Groups)” on page 19
“Mobile Device Platforms” on page 19

“SQL Database Server” on page 20

“Virtualization Hypervisor Platform” on page 21

Administrative Workstations and Browsers

Table 3-1 Administrative Workstations and Browsers

Platform Browser Requirement
Windows, Mac, or Linux Mozilla Firefox Latest version
Capable of running a listed browser Microsoft Internet Explorer 11
Microsoft Edge Latest version
Chrome Latest version
Safari Latest version

System Requirements

13
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Appliance Disk Space

+ See Worksheet 25—Storage Planning Summary

Planning for disk space varies widely according to organization needs and the planning process is
covered in the Filr Planning Your Filr Deployment—Best Practices guide.

General guidelines are summarized in the following sections of the Planning Best Practices guide:

+ Filr Appliance Sizing Guidelines
+ Filrsearch Appliance Sizing Guidelines
¢ SQL Server Sizing Guidelines

For an overview of Filr storage, see “Appliance Storage lllustrated” in the Filr : Understanding How
Filr Works.

Appliance Shared Storage (/vashare Mount Point) Platforms

+ See Worksheet 25—Storage Planning Summary

The Filr appliances in an Expandable deployment access a commonly-shared CIFS or NFS storage
disk that you will identify and create in Chapter 4, “Setting Up Shared Storage,” on page 23.

Table 3-2 Shared Storage Platforms (/vashare Mount Point)

Protocol Requirement
CIFS * A Windows-based CIFS share
NFS Exported mount point on one of the following:

* SLES 11 SP4
¢ SLES 12

NFS on Windows is not supported.

Appliance Memory and CPU

Table 3-3 Memory and CPU

Appliance Recommended Minimum
Filr + 12 GB RAM + 8 GB RAM
2 GB Operating System 1.5 GB Operating System
10 GB Java Heap 6.5 GB Java Heap
¢ 4 CPUs + 4 CPUs
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Appliance Recommended Minimum

Filrsearch Less than 1,000 Users Same
* 8GB RAM
2 GB Operating System
2 GB Memcached

4 GB Java Heap
* 2CPUs

More than 1,000 Users
¢ 12 GB RAM
2 GB Operating System
3 GB Memcached

7 GB Java Heap
* 2CPUs

MySQL Less than 1,000 Users Same

+ 8 GB RAM
* 2CPUs

More than 1,000 Users

¢ 12 GB RAM
¢ 2CPUs

Desktop Platforms (for the Desktop Application)

For more information about the Filr desktop application, see the Desktop for Windows Quick Start or
the Desktop for Mac Quick Start.

Table 3-4 Desktop Platforms (Desktop Application)

Platform Versions

Windows IMPORTANT: Always make sure that the latest patches and support packs are installed.

* Windows 7 SP1 (x86 & x64)
+ Windows 8.1 (x64 only)
+ Windows 10 (x64 only)

Mac IMPORTANT: Always make sure that the latest patches and support packs are installed.

+ 10.11 (El Capitan)
+ 10.12 (Sierra)

System Requirements 15
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Desktop Web Application Access
Three components apply:

+ A Browser
+ Java
+ An Office Application

Table 3-5 Browsers for Web Application Access

Platform Requirement
Linux Mozilla Firefox; Google Chrome (latest versions)
Windows Microsoft Edge

Microsoft Internet Explorer 11

Mozilla Firefox; Google Chrome (latest versions)

Mac Safari; Mozilla Firefox (latest versions)

Table 3-6 Java for Web Application Functionality

Version Functionality

Javavl.7.0 72 + Editing files with Edit-in-Place as described in
the Filr : User Access Guide.

+ Uploading folders to Filr as described in
“Creating a New Folder” in the Filr : User Access
Guide.

If the browser does not support HTML 5,
uploading both files and folders requires this
version of Java to be installed.
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Table 3-7 Office Application for Edit-in-Place Functionality

NOTE: OpenOffice and LibreOffice are used synonymously throughout the Micro Focus Filr documentation.

For more information about Edit-in-Place, see the Filr : User Access Guide.

Linux + OpenOffice.org (latest version)

*

LibreOffice (latest version)

Windows + LibreOffice (latest version)
+ OpenOffice (latest version)
+ MS Office 2013
+ MS Office 2010
+ MS Office 365

Mac + LibreOffice (latest version)
+ OpenOffice (latest version)
+ MS Office 2011 for MAC
+ MS Office 2013 for MAC
+ MS Office 365 for MAC

File Servers (Backend Storage)

NOTE: Your organization’s file servers provide the backend storage for Net Folders.

If you use Filr only for user personal storage (My Files), then file servers aren’t required.

Table 3-8 File Servers

Platform Supported Versions

Windows + Windows 2008 R2 (CIFS)
+ Windows 2012 R2 (CIFS)

Windows native DFS-N and DFS-R with replication are supported

OES ¢ OES 11 SP1 (NCP and CIFS)

IMPORTANT: You must apply at least the December 2012 Scheduled
Maintenance Update, otherwise the NCP server can fail.

+ OES 11 SP2 (NCP and CIFS)
¢ OES 2015 (NCP and CIFS)
+ OES 2015 NSS AD (CIFS)
DFS and DST for OES are supported.

Domain Services for Windows (DSfW) is not supported.

NetWare + NetWare 6.5.8

SharePoint + 2013

System Requirements
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Platform Supported Versions

Other In addition to storage that is directly attached to the file servers listed in Net Folders
can provide access to files that are being stored on any of the following storage
methods:

* NetApp NAS device
+ EMC

+ Other Microsoft Active Directory joined NAS devices that support the CIFS
protocol.

+ Storage Area Network (SAN)

Filr Software

You will download and prepare the Filr software in Chapter 5, “Downloading and Preparing the Filr
Software,” on page 27.

IP Addresses

Each appliance requires the following.

Table 3-9 IP Addresses

Component Requirement
IP Address + A static address that is associated with a DNS
host name.

Example: 192.168.1.61

Network Mask + The appropriate network mask for the IP
address.

Example: 255.255.255.0

Gateway IP Address + The gateway for the IP address subnet.

Example: 192.168.1.254

DNS Host Name * The DNS name associated with the IP address.

Example: filr-1.myorg.local

DNS IP Address + Up to three IP addresses of DNS servers for the
IP address subnet.

Example: 192.168.1.1

18 Filr 3.0 Installation, Deployment, and Upgrade Guide



Component

Requirement

NTP IP Address or DNS Name * Up to three IP addresses or DNS names of

reliable NTP servers used to coordinate time on
your organization’s network—especially your
LDAP directory servers.

Example: time.myorg.local

If using VMware, Novell recommends setting up NTP
in accordance with the VMware best practices
guidelines (http://kb.vmware.com/selfservice/
microsites/
search.do?language=en_US&cmd=displayKC&extern
alld=1006427).

LDAP Directory Services (Users and Groups)

Table 3-10 LDAP Directory Services

Directory Service

Platform Version

eDirectory

Active Directory

* NetlQ eDirectory 8.8.x.x (8.8.8.3 is recommended).

For more information, see the NetlQ eDirectory 8.8 Documentation website
(http://www.novell.com/documentation/edir88).

+ NetlQ eDirectory version 8.8.x.x on standalone Windows.

IMPORTANT: eDirectory running on Windows servers with file shares is not
supported.

+ Windows Server 2008 R2 Active Directory with the latest Service Pack

+ Windows Server 2012 R2 Active Directory with the latest Service Pack

For more information, see Windows Server 2008 Active Directory (http://
www.microsoft.com/windowsserver2008/en/us/active-directory.aspx).

Mobile Device Platforms

IMPORTANT: Accessing Filr through a web browser on a mobile device is not supported. Instead,
download the Filr mobile app that is compatible with your mobile device.

For more information about the Filr mobile app, see the Mobile App Quick Start.

System Requirements
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Table 3-11 Mobile Devices

Platform

Supported Versions

iOS Phones and Tablets

* iOS 8.x or later

The native app is available as a free download in
the Apple App Store.

Android Phones and Tablets

+ Android phones and tablets for Android 2.3 or
later

The native app is available as a free download in
the Google Play App Store, the Amazon
Appstore for Android, and the Samsung Knox
Apps store.

Windows Phones

+ Windows 8.0 and 8.1

IMPORTANT: Windows tablets are not currently

supported.

BlackBerry PlayBook and 210

The native application is available in the BlackBerry
World app store.

Filr documentation for BlackBerry is the same as for
Android devices.

SQL Database Server

Table 3-12 SQL Database Server

Database Type Supported Versions

MySQL

*

*

5.6 on Linux

5.6.x on Windows

Microsoft SQL

2008 R2 on Windows 2008 R2
2012 SP2 on Windows 2012 R2
2014 on Windows 2012 R2

MariaDB

SLES 12
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Virtualization Hypervisor Platform

Table 3-13 Virtualization Hypervisor Platform

Hypervisor Type Supported Versions

VMware + One of the following VMware host servers for hosting the appliance VMs.
+ ESXi 6.0 with the latest update
* ESX 5.5 with the latest update
For the most up-to-date compatibility matrix of supported VMware host servers, see

the VMware Compatibility Guide (http://www.vmware.com/resources/compatibility/
search.php?deviceCategory=software&testConfig=16) provided by VMware.

+ A VMware vSphere client 5.1.x or later for accessing the host server and the
appliances for initial configuration.

Not all versions of the vSphere client are compatible with versions of VMware ESX and
ESXi. See the VMware Product Interoperability Matrixes (http://
partnerweb.vmware.com/comp_guide2/sim/interop_matrix.php) provided by VMware.

+ VMware vMotion is supported when running Filr on VMware ESXi or 5.5 with the latest
updates

Hyper-V + The following platforms
+ Windows 2008 R2 Server (as a Role)
* Hyper-V Server 2012 R2 (Core)

+ Hyper-V Manager to deploy, set up, and configure the appliances.

Xen IMPORTANT: Apply all Xen and kernel patches before installing.

+ One of the following servers with the Xen packages installed and the Xen bootloader
running by default.

+ SLES 11 SP4, 64-bit
¢ SLES 12, 64-bit

+ Virtual Machine Manager to deploy, set up, and configure the appliances.

Citrix Xen + Citrix XenServer 6.5 and later

+ Citrix XenCenter to deploy, set up, and configure the appliances.

System Requirements
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Setting Up Shared Storage

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions

in the Filr 3.1 Release Notes to apply the 3.1 update.

+ See Worksheet 25—Storage Planning Summary
Figure 4-1 is the first in a series of illustrations that visually track deployment order.

Figure 4-1 Export an NFS Directory or Create a CIFS share for the /vashare mount point

Set Up NFS or CIFS Shared Storage

NFS v3 Server CIFS Server
am O" omem (.
i B
- [Ty
Exported Directory
for /vashare on all
Filr appliances

—B-B

download.novell.cor

SQL Server

Filr Search 1

Filr Search 2

Complete the instructions in the section below that applies to the plans you have made on Worksheet

25:

+ “Exporting an NFS Directory for the /vashare Mount Point” on page 23

Or

+ “Creating a CIFS Share for the /vashare Mount Point” on page 25

Exporting an NFS Directory for the /vashare Mount Point

IMPORTANT: Filr does not support remote NFS from a Novell Storage Services (NSS) volume.

Setting Up Shared Storage
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If you plan to use a CIFS share for Filr shared storage (/vashare) in Worksheet 25, skip to “Creating a
CIFS Share for the /vashare Mount Point” on page 25. Otherwise, export an NFS directory on a Linux
server by doing the following:

Table 4-1 Task 1: Exporting an NFS Directory for /vashare

Page, Dialog, or Option Do This

1 - Verify that the server has adequate disk space.

1. Make sure that the Linux server that you are targeting has the available disk
space you identified in “Recording Your Plan” in the Filr Planning Your Filr
Deployment—Best Practices guide and recorded on Worksheet 25.
If necessary, add disk space to the Linux server.
1. On the Linux server, launch YaST2.
YaST Control Center 1. Inthe Network Services section, click NFS Server.
The NFS Server Configuration dialog box displays.
NFS Server 1. Make sure that the NFS Server is set to Start, that Open Port in Firewall is
Configuration selected (running firewall required for option), and that Enable NFSv4 is not
selected - i.e. NFS v4 is disabled.
2. Click Next.
Directories to Export 1. Click Add Directory.
YaST2 1. Click Browse and choose the directory or share path identified on Worksheet
25 that has the required disk space.
You can add a directory name, such as / shar ed to the path if desired.
IMPORTANT: The directory path must not be located in the /var directory
structure on the NFS server, as explained in “NFS Mount Point Must Not Point
to /var on Target Server” in the Novell Filr 2.0 Release Notes.
2. Click OK.

As your first Filr appliance is deployed, a directory named f i | r will be created
within the directory path you have specified.

3. If you added to the directory path, click Yes to confirm directory creation.
4. Leave the asterisk (*) in the Host Wild Card field.

5. Click the Options field to edit it and change the following options:

* rotorw/(read-only to read-write)
+ root_squashtono_root_squash.
Click OK.

Directories to Export

Click Finish.
Skip to Chapter 5, “Downloading and Preparing the Filr Software,” on page 27.
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Creating a CIFS Share for the /vashare Mount Point

Table 4-2 Task 1: Creating a CIFS Share for /vashare

Page, Dialog, or Option Do This

1 - Verify that the Windows server has adequate disk space.

1. Make sure that the Windows server that you are targeting has the available
disk space you identified in “Recording Your Plan” in the Filr Planning Your Filr
Deployment—Best Practices guide and recorded on Worksheet 25.
If necessary, add disk space to the server.

2. Open Windows Explorer

Windows Explorer 1. In Windows Explorer, navigate to the folder that you identified on Planning

Worksheet 25.
This folder will be the shared storage location (/vashare) for Filr.

2. Right-click the folder, then click Properties.

folder Properties

1. Click the Sharing tab.

2. Click Share.
Filr Sharing 1. Add a user (new or existing) to the list and assign the Read/Write permission
to the user.
IMPORTANT: You will need the username and password when you select the
CIFS share while deploying the Filr appliances.
2. Click Share > Done > Close.
Directories to Export 1. Continue with Chapter 5, “Downloading and Preparing the Filr Software,” on

page 27.
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Downloading and Preparing the Filr
Software

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions
in the Filr 3.1 Release Notes to apply the 3.1 update.

After planning your deployment and making sure you have the necessary system requirements in
place, you are ready to download and prepare the Filr software that applies to your virtualization
platform.

Figure 5-1 Download the Filr Software for your VM platform

Download Filr Software

NFS v3 Server CIFS Server

download.novell.com

SQL Server

y
Filr Search 1

}
Filr Search 2

+ “YMWare” on page 28
+ “Hyper-V” on page 28
+ “Xen” on page 29

+ “Citrix Xen” on page 30
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VMWare

1 As planned in Worksheets 21, 22, and 23 download the Filr software shown below to your

management workstation.

IMPORTANT: Registration with Micro Focus is required to receive an email with a download link.

Appliance Type Filename
Filr Filr.x86_64-version.ovf.zip
Search Fi I rsearch. x86_64-version. ovf. zip

MySQL (only if no in-house SQL server is available) MySQ.. x86_64- ver si on. ovf. zi p

Extract each . ovf. zi p file on your management workstation until an Appl i anceType- ver si on
folder appears.

3 Continue with Section 6.1, “Deploying a VMware VM,” on page 32.

Hyper-V

1 Log in to the Hyper-V host server either locally or from a remote workstation using Remote

Desktop.

As planned in Worksheets 21, 22, and 23 download the Filr software shown below to the location
where you plan to host your VMs as identified on Planning Worksheet 25.

IMPORTANT: Registration with Micro Focus is required to receive an email with a download link.

Appliance Type Filename
Filr Filr.x86_64-version.vhd. zip
Search Fi I rsearch. x86_64-version. vhd. zi p

MySQL (only if no in-house SQL server is available) MySQL. x86_64- ver si on. vhd. zi p

Extract each . vhd. zi p file in the directory where you downloaded it until an Appl i anceType-
versi on.vhd archive fil e appears.

As planned in Worksheets 21, 22, and 23, create a new directory for each virtual machine.

As a best practice, name these directories with the name that you plan to use for your different
appliances.

Consider including information in the names that easily identifies the appliance type and other
information, such as the IP address.

For example,
¢ filr-1-30-192.168.1.61
¢ filr-2-30-192.168.1.62
¢ filrsearch-1-30-192.168.1.71
* filrsearch-2-30-192.168.1.72

Move the fil r-versi on. vhd archive file to the first Filr appliance-type folder and then copy the
archive file to the remaining Filr appliance type folders.

Filr 3.0 Installation, Deployment, and Upgrade Guide


https://www.microfocus.com/products/filr/trial-download
https://www.microfocus.com/products/filr/trial-download

6 Move the fil rsearch-version. vhd archive file to the first Filrsearch appliance-type folder and
then copy the archive file to the second Filrsearch folder.

7 (Optional) If you are deploying a MySQL appliance rather than using an in-house SQL server,
move the nysql - ver si on. vhd archive file to the MySQL appliance folder.

8 Continue with Section 6.2, “Deploying a Hyper-V VM,” on page 35.

Xen

1 Log into the Xen VM host server either locally or from a remote workstation.
If you are connecting from a remote Linux workstation, use the following command:
ssh - X root @ost _i p_address

The -X in the command in required for the GUI installation program upon which the steps in this
section are based.

2 As planned in Worksheets 21, 22, and 23 download the Filr software shown below to the Xen VM
host server in the location where you plan to host your VMs as identified on Planning Worksheet
25.

IMPORTANT: Registration with Micro Focus is required to receive an email with a download link.

Appliance Type Filename
Filr Filr.x86_64-version.xen.tar.gz
Search Fi | rsearch. x86_64-version. xen.tar. gz

MySQL (only if no in-house SQL server is available) MySQ.. x86_64- ver si on. xen. tar. gz

3 Untar each *. gz file in the directory where you downloaded it.
You can use the following command to untar the file:
tar -Sxvzf ApplianceType.x86_64-version.xen.tar.gz
An Appl i anceType- ver si on directory is created for each appliance type.

4 Copy and rename the Appl i anceType directories until you have one directory for each appliance
that you have planned to deploy.

Consider including information in the name that easily identifies the appliance, such as the IP
address. For example:

1. Rename the Fi | r-versi on directory to Fi | r- 30- 192. 168. 1. 61.

2. Copy the Fil r-30-192. 168. 1. 61 directory and rename it to Fi | r- 30- 192. 168. 1. 62, and
so on until you have the Correct number of Filr appliances you identified in Worksheet 21.

3. In a similar manner, copy and rename the Fi | r sear ch- ver si on directory until you have
two Filrsearch appliances.

4. If you need a MySQL appliance, follow the same methodology.

IMPORTANT: Do not change the names of the . rawor . xenconf i g files within the directories
that you have copied and renamed.

5 Continue with Section 6.3, “Deploying a Xen VM,” on page 38.
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Citrix Xen

1 On a workstation with Citrix XenCenter installed, download the Filr software shown below, as
planned in Worksheets 21, 22, and 23.

IMPORTANT: Registration with Micro Focus is required to receive an email with a download link.

Appliance Type Filename
Filr Filr.x86_64-version.xva.tar. gz
Search Fi I rsearch. x86_64-version. xva.tar. gz

MySQL (only if no in-house SQL server is available) MySQL.. x86_64- ver si on. xva. tar. gz

2 Using a program such as 7-Zip, extract each . xva. t ar. gz file on your management workstation
until an Appl i anceType- ver si on folder appears.

3 Continue with Section 6.4, “Deploying a Citrix Xen VM,” on page 41.
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6 Deploying the Virtual Machines

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions
in the Filr 3.1 Release Notes to apply the 3.1 update.

After downloading and preparing the Filr software as instructed in Chapter 5, “Downloading and
Preparing the Filr Software,” on page 27, complete the instructions in the section for your
virtualization platform.

Figure 6-1 Deploy All VMs

Deploy All the VMs

NFS v3 Server CIFS Server

download.novell.com l

.4
SQL Server

J
Filr Search 1
]
Filr Search 2
9
Filr 1
Filr 2
Filr 3

*

Section 6.1, “Deploying a VMware VM,” on page 32

*

Section 6.2, “Deploying a Hyper-V VM,” on page 35

*

Section 6.3, “Deploying a Xen VM,” on page 38
+ Section 6.4, “Deploying a Citrix Xen VM,” on page 41
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6.1 Deploying a VMware VM

Complete the steps in Table 6-1 for each appliance that you planned in the following worksheets:

+ Worksheet 21—Filr Appliances
+ Worksheet 22—Filrsearch Appliances
+ Worksheet 23—SQL Database (if applicable)

Table 6-1 Deploying a VMware VM

Page, Dialog, or Option Do This

1 - Identifying the appliance.

1. Referring to the worksheets listed in the introduction, choose an appliance to
deploy.

IMPORTANT: Your Filr deployment must be set up in the order specified in
Chapter 8, “Creating an Expandable Filr Deployment,” on page 51.

2 - Launching the vSphere Client, naming the VM, and choosing the
datastore.

vSphere Client 1. On your management workstation, start the vSphere Client.
2. Click File > Deploy OVF Template.

Deploy OVF Template 1. Click Browse.

Open 1. For the appliance type you are deploying, navigate to the contents of the
appropriate folder extracted in Step 2 on page 28.

TIP: Check to be sure that the appliance type matches the worksheet you are
following.

Select the . ovf file.

Click Open.

w N

=

Deploy OVF Template Click Next > Next.

2. Inthe Name field, type the name of the appliance as planned on the worksheet
you are following. For example filr-30-192.168.1.61.

3. Click Next.

4. Choose the datastore you identified as the Location on VM Host Server on
Worksheet 25—Storage Planning Summary.

5. Click Next to accept the default for the disk format.
6. Do not select Power on after deployment.
7. Click Finish.

The boot disk is created and the appliance is deployed as specified to this
point.

3 - Editing the VM settings.

vSphere Client 1. Inthe vSphere Client, right-click the VM you just deployed and select Edit
Settings.

The Virtual Machine Properties dialog displays.
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Page, Dialog, or Option Do This

Virtual Machine
Properties

1.

The Filr VMware VMs ship with Memory and CPU settings that are appliance-
type appropriate in most circumstances.

You can adjust them at this point if desired, or you can adjust them later if
required for performance tuning purposes.

If you increase or decrease server memory for a Filr or Filrsearch appliance,
you should also modify the Java heap size, as described in “Changing JVM
Configuration Settings” in the Filr : Administrative Ul Reference.

4 - Adding and configuring disk 2 (/vastorage)

Virtual Machine 1. Click Add.
Properties
Add Hardware 1. Select Hard Disk.
2. Click Next.
3. Click Next (create a new virtual disk).
4. Adjust the Disk Size field value specified for disk 2 on this appliance in the
Worksheet 25—Storage Planning Summary.
5. Under Disk Provisioning, select either:
* Thick Provision Eager Zeroed
or
¢ Support clustering features such as Fault Tolerance
Depending on the VMware version that you are running.
6. Under Location, select Specify a datastore or Datastore cluster
7. Click Browse.
8. Select a datastore
9. Click OK.
10. Click Next.
11. Under Virtual Device Node section, select SCSI (1:0).
12. Under Mode, select Independent and Persistent.
13. Click Next.
14. Click Finish.

5 - Adding and Configuring disk 3 (/var)

Virtual Machine
Properties

1.

Click Add.

Deploying the Virtual Machines

33



Page, Dialog, or Option Do This

Add Hardware 1. Select Hard Disk.

2. Click Next.

3. Click Next (create a new virtual disk).
4

. Adjust the Disk Size field value specified for disk 3 on this appliance in the
Worksheet 25—Storage Planning Summary.

5. Under Disk Provisioning, select either:

* Thick Provision Eager Zeroed

or

¢ Support clustering features such as Fault Tolerance
Depending on the VMware version that you are running.
Under Location, select Specify a datastore or Datastore cluster
Click Browse.
Select a datastore
Click OK.
10. Click Next.
11. Under Virtual Device Node section, select SCSI (2:0).
12. Click Next.
13. Click Finish.

14. If you need to add network adapters, continue with 6 - (Optional) Adding a
Network Adapter.

© © N o

Otherwise, click OK, return to the top of Table 6-1, and deploy the next
appliance you have planned for.

6 - (Optional) Adding a Network Adapter

You can add a network adapter if your Filr deployment accesses a separate network
for one or more of the following reasons:

+ Appliance administration.
* NFS mount or CIFS access to the /vashare mount point.
+ Security of memcached.

IMPORTANT: Bonding or teaming NICs is not supported with Filr.

Virtual Machine 1. Click Add.

Properties

Add Hardware 1. Select Ethernet Adapter.
2. Click Next.

3. Under Network Connection, select the secondary network associated with
the Filr installation.

4. Click Next > Finish > OK.

vSphere Client 1. Repeat the steps in this table until all of your planned appliances have been
deployed, then continue with Chapter 7, “Starting and Configuring the
Appliances,” on page 45.
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Deploying a Hyper-V VM
Complete the steps in Table 6-2 for each appliance that you planned in the following worksheets:

+ Worksheet 21—Filr Appliances
+ Worksheet 22—Filrsearch Appliances
+ Worksheet 23—SQL Database (if applicable)

Table 6-2 Deploying a Hyper-V VM

Page, Dialog, or Option Do This

1 - Identifying the appliance.

1. Referring to the worksheets listed in the introduction, choose an
appliance to deploy.

IMPORTANT: Your Filr deployment must be set up in the order
specified in Chapter 8, “Creating an Expandable Filr
Deployment,” on page 51.

2 - Open Hyper-V Manager.

Hyper-V Host Server 1. Open the Hyper-V Manager.

3 - Create a new VM.

Hyper-V Manager 1. Inthe left pane, right-click the server where you have planned to
create the new virtual machine, then click New > Virtual
Machine.

The New Virtual Machine Wizard displays.
2. Click Next.

Specify Name and Location 1. Referring to the appropriate appliance worksheet, specify the
appliance name and select the folder that you created in Step 4
on page 28.

2. Click Next.

Specify Generation 1. Make sure that Generation 1 is selected.
2. Click Next.

4 - Specify memory

Assign Memory 1. Inthe Startup RAM field, specify the amount of memory (in MB)
that you planned on the worksheet for this VM.

2. Click Next.

5 - Assign network adapter

Configure Networking 1. On the Configure Networking page, select the networking card
for this VM.

2. Click Next.

6 - Identify the system disk
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Page, Dialog, or Option

Do This

Connect Virtual Hard Disk

1. Select Use an existing virtual hard disk.

Browse to and select the . vhd file in the folder you created for
this appliance.

3. Click Open.
4. Click Next.

Summary

Click Finish.

The VM is created and appears in the list of Virtual Machines.

7 - Specify processors

Hyper-V Manager

1. In Hyper-V Manager, right-click the VM that you just created.

Click Settings.

Processor

1. Click Processor.

3.

In the Number of virtual processors field, specify the number
of processors that you planned on the worksheet for this VM.

Click Next.

8 - Add hard disk 2 (/vastorage).

Settings for VM on Host Server

1. Under Hardware, select IDE Controller 1
2. Click Hard Drive.

Click Add.
A Hard Drive entry is added below the controller.

Hard Drive 1. Under Media, select Virtual hard disk.
2. Click New.

New Virtual Hard Disk Wizard 1. Click Next.

Choose Disk Format 1. Select VHD.
2. Click Next.

Choose Disk Type

1. On the Choose Disk Type page, select Fixed size

2. Click Next.
Specify Name and Location 1. Specify the following:
+ Name: A descriptive name for the virtual disk. For
example, Fi | r-1-Di sk- 2.
+ Location: Specify the location where you want the virtual
disk to be located.
2. Click Next.
Configure Disk 1. Select Create a new blank virtual hard disk.
2. Size: Specify the amount calculated for disk 2 on this appliance
in the Worksheet 25—Storage Planning Summary.
3. Click Next.

Summary

1. Review the summary information.

2.

Click Finish

9 - Add hard disk 3 (/var).
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Do This

Hyper-V Manager 1. In Hyper-V Manager, right-click the VM that you just created.
2. Click Settings.

Settings for VM on Host Server 1. Under Hardware, select SCSI Controller.
2. Click HardDrive.
3. Click Add.

A Hard Drive entry is added below the controller.

Hard Drive 1. Under Media, select Virtual hard disk.
2. Click New.

New Virtual Hard Disk Wizard 1. Click Next.

Choose Disk Format 1. Select VHD.
2. Click Next.

Choose Disk Type

1. On the Choose Disk Type page, select Fixed size

Click Next.

Specify Name and Location

Specify the following:

+ Name: A descriptive name for the virtual disk. For
example, Fi | r-1- Di sk- 3.

+ Location: Specify the location where you want the virtual
disk to be located.

Click Next.

Configure Disk

1. Select Create a new blank virtual hard disk.

Size: Specify the amount calculated for disk 3 on this appliance
in the Worksheet 25—Storage Planning Summary.

Click Next.

Summary

1. Review the summary information.

2.

Click Finish > OK

10 - (Optional) Add a Network Adapter

You can add a network adapter if your Filr deployment accesses a
separate network for one or more of the following reasons:

*

*

Appliance administration.

NFS mount or CIFS access to the /vashare mount point.

+ Security of memcached.
IMPORTANT: Bonding or teaming NICs is not supported with
Filr.
Hyper-V Manager 1. In Hyper-V Manager, right-click the virtual machine for which
you want to create an additional NIC, then click Settings.
Settings for VM on Host Server 1. Under Hardware, select Add Hardware.

Add Hardware

1. Click Network Adapter.

Click Add.
A Network Adapter entry is added to the hardware list.
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6.3

Page, Dialog, or Option

Do This

Network Adapter

1.

Under Virtual Switch, select the secondary network associated
with the Filr installation.

2. Specify any other required settings for the new network adapter.

Click OK.

Hyper-V Manager

Repeat the steps in this table until all of your planned
appliances have been deployed, then continue with Chapter 7,
“Starting and Configuring the Appliances,” on page 45.

Deploying a Xen VM

Complete the steps in Table 6-3 for each appliance that you planned in the following worksheets:

+ Worksheet 21—Filr Appliances

+ Worksheet 22—Filrsearch Appliances
+ Worksheet 23—SQL Database (if applicable)

Table 6-3 Deploying a Xen VM

Page, Dialog, or Option

Do This

1 - Before you deploy the first Xen VM.

1.

If you have not already done so, before you begin this process,
you must set up shared storage for your Filr appliances by
either:

+ Exporting an NFS directory
or
+ Creating a CIFS share
See the “Network-Based Shared Disk Space for /vashare”

section of Worksheet 25 and complete the instructions in
Section 4, “Setting Up Shared Storage,” on page 23.

2 - ldentifying the appliance.

1.

Referring to the worksheets listed in the introduction, choose an
appliance to deploy.

IMPORTANT: Your Filr deployment must be set up in the order
specified in Chapter 8, “Creating an Expandable Filr
Deployment,” on page 51.

3 - Launch the installer.

Terminal prompt on Xen VM Host
Server

1. Run the following command to launch the GUI configuration

menu:
vminstall

The Create a Virtual Machine wizard is displayed.

Create a Virtual Machine

1. Click Forward.
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Do This

Install an Operating System?

1. Select| have a disk or disk image with an installed
operating system.

2. Click Forward.

Type of Operating System

1. Select SUSE Linux Enterprise Server 11.
2. Click Forward.

4 - Name the VM.

Summary

1. Click Name of Virtual Machine.

Name of Virtual Machine

1. Inthe Name field, type the name of one of the appliances that
you prepared a directory for in Step 4 on page 29.
For example, filr-1-30-192.168.1.61.

2. (Optional) In the Description field, type additional information
about the appliance.

3. Click Apply.

5 - Specify the RAM and Virtual Processors.

Summary 1. Click Hardware.
Hardware 1. Change the Initial Memory and Maximum Memory specify the
amount of memory (in MB) that you planned on the worksheet
for this VM.
2. Change the Virtual Processors setting to the number that you
planned on the worksheet for this VM.
3. Click Apply.
6 - Configure the boot disk
Summary 1. Click Disks.
Disks 1. Click the Harddisk button.
Virtual Disk 1. Click the Browse button.

Locate Disk or Disk Image.

1. Navigate to the contents of the folder for the appliance you are
creating.

2. Select the . r awfile.

3. Click Open.
Virtual Disk 1. Click OK.
7 - Configure disk 2 (/vastorage)
Disks 1. Click the Harddisk button.
Virtual Disk 1. Click the Browse button.

Locate Disk or Disk Image.

1. Selectthe . rawfile.
2. Click Open.
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Page, Dialog, or Option

Do This

Virtual Disk 1. Click in the Source field.

2. Press the End key.

3. Use the Backspace key to erase the filename so that the path
ends with the forward slash (/) that follows the appliance’s folder
name.

4. Type a disk name that reflects the appliance name and that this
is disk 2. For example, Filr-192.168.1.61-disk-2.

5. Do not change the Storage Format.

6. Change the Size field value according to the appliance type as
specified in the Worksheet 25—Storage Planning Summary.

7. Make sure that Create Sparse Image File is selected.

8. Click OK.

8 - Configure disk 3 (/var)
Disks 1. Click the Harddisk button.
Virtual Disk 1. Click the Browse button.
Locate Disk or Disk Image. 1. Select the . r awfile.

2. Click Open.

Virtual Disk 1. Clickin the Source field.

2. Press the End key.

3. Use the Backspace key to erase the filename so that the path
ends with the forward slash (/) that follows the appliance’s folder
name.

4. Type a disk name that reflects the appliance name and that this
is disk 3. For example, Filr-192.168.1.61-disk-3.

5. Do not change the Storage Format.

6. Change the Size field value according to the appliance type as
specified in the Worksheet 25—Storage Planning Summary.

7. Click OK.

Disks 1. Click Apply.

2. If you need to add network adapters, continue with “9 -

(Optional) Add a Network Adapter”.
Otherwise, click OK.

The virtual machine is created, the appliance starts, and the
configuration process begins.

Go to Chapter 7, “Starting and Configuring the Appliances,” on
page 45.

After completing the instructions in Chapter 8, return to Table 6-
3 on page 38 to deploy your next appliance.
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Page, Dialog, or Option

Do This

9 - (Optional) Add a Network Adapter

You can add a network adapter if your Filr deployment accesses a
separate network for one or more of the following reasons:

*

*

*

Appliance administration.
NFS mount or CIFS access to the /vashare mount point.
Security of memcached.

IMPORTANT: Bonding or teaming NICs is not supported with
Filr.

Summary

Click Network Adapters.

Network Adapters

Click New.

Virtual Network Adapter

1. Specify the settings for the adapter.

2. Click Apply.
Network Adapters 1. Click Apply.
Summary 1. Click OK.

The virtual machine is created, the appliance starts, and the
configuration process begins.
Go to “4 - Accept the license and specify the keyboard layout.”

on page 46, then return to Table 6-3 on page 38 to deploy your

next appliance.

Deploying a Citrix Xen VM

Complete the steps in Table 6-4 for each appliance that you planned in the following worksheets:

+ Worksheet 21—Filr Appliances

+ Worksheet 22—Filrsearch Appliances
+ Worksheet 23—SQL Database (if applicable)

Table 6-4 Deploying a Citrix Xen VM

Page, Dialog, or Option Do This

1 - Identify the appliance to deploy.

1. Referring to the worksheets listed in the introduction, choose an appliance to

deploy.

IMPORTANT: Your Filr deployment must be set up in the order specified in
Chapter 8, “Creating an Expandable Filr Deployment,” on page 51.

2 - Launch XenCenter.

Management
Workstation

1. Start XenCenter.
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Page, Dialog, or Option Do This

XenCenter 1.

2.

Connect to the Citrix XenServer where you planned to deploy Filr in Worksheet
23 - VM Host Servers.

Right-click the server and select Import.

3 - Import the system disk

Locate the File you want 1.

to import

Browse to and select the . xva file on your management workstation for the
appliance type that you are deploying.

Click Open.
Click Next.

Select the location where 1.

Select the XenServer.

the imported VM will be 2 Click Next
placed ' '
Select target storage 1. Select the storage repository for the VM.
2. Click Import.
4 - Select the network adapter
Select network to 1. Select the virtual network adapter.
connect VM 2. Click Next.
Review the import 1. Deselect Start VM(s) after import.
settings 2. Click Finish.
IMPORTANT: Depending on network latency and other factors, it can take a
while to import the system disk.
5 - Specify Memory
1. If you need to adjust the memory to the amount of memory that you planned on
the worksheet for this VM, select the newly created VM selected in the left
pane.
2. Click the Memory tab.
3. Click Edit, change the setting, and click OK.
6 - Specify Processors
1. If you need to adjust the CPUs to the number that you planned on the
worksheet for this VM, right-click the newly created VM in the left pane.
2. Select Properties.
3. Click CPU, change the setting, and click OK.
7 - Add Disk 2 (/vastorage)
1. With the newly created VM selected in the left pane, click the Storage tab.
Virtual Disks 1. Click Add....
Add Virtual Disk 1. Type a disk name that reflects the appliance name and that this is disk 2. For
example, Filr-1-disk-2.
2. Change the Size field value according to the appliance type as specified in the
Worksheet 25—Storage Planning Summary.
3. Click Add.

8 - Add Disk 3 (/var)
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Virtual Disks

Click Add....

Add Virtual Disk

3.

Type a disk name that reflects the appliance name and that this is disk 3. For
example, Filr-1-disk-3.

Change the Size field value according to the appliance type as specified in the
Worksheet 25—Storage Planning Summary.

Click Add.

9 - (Optional) Add a Network Adapter

You can add a network adapter if your Filr deployment accesses a separate network
for one or more of the following reasons:

*

*

*

Appliance administration.

NFS mount or CIFS access to the /vashare mount point.

Security of memcached.

IMPORTANT: Bonding or teaming NICs is not supported with Filr.

1. With the newly created VM selected in the left pane, click the Networking tab.

Select the secondary network associated with the Filr installation..

XenCenter

Repeat the steps in this table until all of your planned appliances have been
deployed, then continue with Chapter 7, “Starting and Configuring the
Appliances,” on page 45.
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Starting and Configuring the Appliances

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions
in the Filr 3.1 Release Notes to apply the 3.1 update.

After the VMs are deployed with the necessary disks added and other settings adjusted according to
your plans, it is time to start and configure the appliance software on each appliance. When this step

is completed, all of the appliances will be running and ready to be deployed as an integrated Filr
infrastructure.

Figure 7-1 Starting and Configuring the Appliances

Start and Configure All the Appliances

NFS v3 Server CIFS Server

download.novell.com
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Filr Search 1
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Table 7-1 Starting and Configuring the Appliances

Page, Dialog, or Option Do This

NOTE: For Xen, after you have completed the instructions in Section 6.3,
“Deploying a Xen VM,” on page 38, skip to “4 - Accept the license and specify the
keyboard layout.” in this table.

1 - Before you deploy the first VM.

1. If you have not already done so, before you begin this process, you must set
up shared storage for your Filr appliances by either:

* Exporting an NFS directory
or
¢ Creating a CIFS share
See the “Network-Based Shared Disk Space for /vashare” section of

Worksheet 25 and complete the instructions in Section 4, “Setting Up Shared
Storage,” on page 23 before continuing.

2 - Select an appliance.

1. Choose one of the appliances that you deployed in Chapter 6, “Deploying the
Virtual Machines,” on page 31 and refer to its planning worksheet as you start
and configure it.

IMPORTANT: You must set up your Filr deployment in the order specified in
Chapter 8, “Creating an Expandable Filr Deployment,” on page 51.

3 - Start the appliance.

1. After you have downloaded the Filr software and configured your appliances,
you must start and configure each appliance in turn.

* VMware: In the vSphere Client, power on the first appliance, then click
the Console tab.

+ Hyper-V: In Hyper-V Manager, right-click the VM and select Start.

+ Citrix Xen: In XenCenter, right-click the appliance and select Start.

4 - Accept the license and specify the keyboard layout.

1. After the appliance boots, the License Agreement screen displays.

License Agreement 1. Select your preferred keyboard layout in the Keyboard Language drop-down.

2. (Optional) use the License Language drop-down to change the license
language.

3. (Optional) use the Keyboard Language drop-down to change the keyboard
layout.

4. Accept the license agreement.
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Page, Dialog, or Option Do This

Passwords and Time
Zone

1. On the configuration page, specify the following information:

IMPORTANT: Keep a confidential record of the passwords you set for the root
and vaadmin users below.

Root password and confirmation: The root password provides root access
to the appliance terminal prompt. Do not access appliances as the root user
unless specifically requested by Filr support personnel.

Vaadmin password and confirmation: The preferred user for accessing the
appliance as requested by Filr support personnel.

Consider using a different password for each appliance for enhanced security.

NTP Server: The IP address or DNS name of the reliable external Network
Time Protocol (NTP) server for your network.

Example: time.example.com.

For the best results, set up NTP in accordance with the VMware best practices
guidelines (http://kb.vmware.com/selfservice/microsites/
search.do?language=en_US&cmd=displayKC&externalld=1006427).

Region: Your local region.

Time Zone: The time zone of all file servers that Filr will provide access to.

. Click Next.

Network Settings

. Specify the following:

Hostname: The fully qualified DNS host name associated with the appliance’s
static IP address.

Example: myFilr.mynetwork.example.com.
IP Address: The static IP address for the appliance.
Example: 172.17.2.3.

Network Mask: The network mask associated with the appliance’s IP
address.

Example: 255.255.255.0.

Gateway: The IP address of the gateway on the subnet where your Filr virtual
appliance is located.

Example: 172.17.2.254.

IMPORTANT: Filr appliances do not tolerate latency and should be installed in
the same subnet or a near-subnet.

DNS Servers: The IP address of a primary DNS server for your network.
Example: 172.17.1.1.

Domain Search: The domain that is associated with the Filr host name.

2. Click Next.

Starting and Configuring the Appliances
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Page, Dialog, or Option Do This

Additional LAN Card 1. (Conditional) If you configured multiple network adapters for this appliance,
Configuration select from the following options, then click Next:

+ Do Not Configure: Select this option to configure this network at a later
time as described in “Changing Network Settings” in the Filr :
Administrative Ul Reference.

+ DHCP Dynamic Address: Select this option to have an IP address
assigned dynamically on the secondary network.

+ Statically Assigned IP Address: Select this option to assign a static IP
address on the secondary network. Then specify the IP address, network
mask, and host name.

Data Store Location 1. Hard Disk 2 is automatically detected and the disk designation is displayed in
the hard drive drop-down.

Accept the defaults for the other options on this page by clicking Next.

WARNING: If you have not already created additional disks 2 and 3 for each of
your VMs and prepared a shared storage location for your Filr appliances as
described in early sections of this guide and in Recording Your Plan in the Filr
Planning Your Filr Deployment—Best Practices guide, power off the virtual
machine and make sure you have the required disk space in place for your
deployment before proceeding. Otherwise, there is a substantial risk that your
deployment will not meet your organization’s needs.

Data Log Location 1. Hard Disk 3 is automatically detected and the disk designation is displayed in
the hard drive drop-down.

Filr: Accept the defaults for the other options on this page by clicking Next.

Filrsearch and MySQL: Accept the defaults for the other options on this page
by clicking Configure.

Shared Storage Type 1. If you are configuring a Filrsearch or MySQL appliance, this page doesn’t
(Filr only) appear. Go to “Configuring Password, Time, and Network Settings” on
page 49.

2. If you are configuring a Filr appliance in an expandable deployment (the
default for this guide)

a. Select the option for the type of shared storage (Remote NFS or Remote
CIFS) that you identified and configured in Chapter 4, “Setting Up Shared
Storage,” on page 23.

b. Click Next and continue with the steps for the page matching your
selection.

3. If you are configuring a small or non-expandable deployment
a. Select Do Not Configure Shared Storage.
b. Click Next.

c. Go to “Configuring Password, Time, and Network Settings” on page 49.
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Page, Dialog, or Option Do This

Shared Storage NFS
Location

Referring to the work you did in “Exporting an NFS Directory for the /vashare Mount
Point” on page 23, do the following:

1.

For the NFS Server Hostname field, click Browse and select the NFS server
that you identified.

For the Remote Directory field, click Browse and select the directory that you
exported.

3. Click Configure.

4.

Go to “Configuring Password, Time, and Network Settings” on page 49.

Shared Storage CIFS
Location

Referring to the work you did in “Creating a CIFS Share for the /vashare Mount
Point” on page 25, do the following:

1. Type the UNC path to the share that you created.

2. Type the user name of the CIFS user that you identified or created.
3.

4. Click Configure.

Type the password of the CIFS user.

Configuring Password,
Time, and Network
Settings

1.

The settings you have specified are configured, storage is verified, and the
appliance starts.

Continue as indicated for your deployment type:

Expandable Deployment: Repeat the above steps starting with “2 - Select an
appliance.” on page 46 until all of your appliances are started, configured, and
running. Then go to Chapter 8, “Creating an Expandable Filr Deployment,” on
page 51.

All-in-one (Small) Deployment: Return to Appendix B, “All-in-One (Small)
Deployment—Creating,” on page 111.

Non-expandable Deployment: Repeat the above steps starting with “2 -
Select an appliance.” on page 46 until all of your appliances are started,
configured, and running. Then return to Appendix E, “Non-Expandable
Deployment—Creating,” on page 129.
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8 Creating an Expandable Filr Deployment

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.0.

+ To Install a New Filr 3.1 Appliance: Install Filr 3.0 using this guide, then follow the instructions
in the Filr 3.1 Release Notes to apply the 3.1 update.

Figure 8-1 illustrates the general order for deploying Filr components. Letters reference brief
component/process descriptions in the table that follows.

The first process (shared storage) was completed in Chapter 4, “Setting Up Shared Storage,” on
page 23 and illustrated in Figure 4-1 on page 23.

The illustrations that follow are to help you track deployment progress.
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Figure 8-1 Creating an Expandable Deployment
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Letter Details

o Exported NFS Directory or CIFS Share: All of the Filr appliances in an expandable deployment
share this directory, which stores

+ Mutually accessed configuration files
+ Personal storage
+ Temporary files used by upload and conversion processes

+ HTML renderings
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8.1

Letter

Details

Q Filr Software: You download Filr software that you then deploy as a boot/system disk on your VM
host server.

e SQL Database: Each Filr appliance in an expandable deployment accesses the same SQL
database. If available, an SQL server should be used, but if that is not an option, the MySQL
appliance can be deployed in its place.

Q Filrsearch Appliances: Micro Focus best practices require that each Filr cluster be configured with
two Filrsearch appliances.

G Filr Appliances: By definition, a Filr cluster must contain at least two Filr appliances. Micro Focus
recommends three Filr appliances with the third appliance dedicated to Net Folder synchronization
and maintaining the search index.

G Additional Filr Appliances: More Filr appliances can be included as the service load increases.

To create an expandable Filr deployment, complete the following sections in the order presented.

+ Section 8.1, “Setting Up the SQL Database,” on page 53
+ Section 8.2, “Setting Up Two Filr Search Appliances,” on page 56

+ Section 8.3, “Setting Up the Filr Appliances,” on page 58

+ Section 8.4, “Completing the Expandable Filr Deployment,” on page 63

+ Section 8.5, “Dedicating a Filr Appliance to Indexing and Net Folder Synchronization,” on
page 65

+ Section 8.6, “Using the Dedicated Filr Appliance to Complete the Indexing Setup,” on page 66

Setting Up the SQL Database

Figure 8-3 illustrates that an SQL database is the second component deployed (after shared storage)
when creating an expandable Filr deployment.
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8.1.1

Figure 8-2 Set Up an SQL Database
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IMPORTANT: As noted elsewhere, Micro Focus recommends using an existing SQL database if one
is available.

If you need to use a MySQL appliance, prepare that now by completing the instructions in
Appendix D, “MySQL Appliance—Configuring (Alternate Practice),” on page 127 and then continue
with Section 8.3, “Setting Up the Filr Appliances,” on page 58.

Prepare your in-house SQL server by completing the steps in one of the following sections:

+ Section 8.1.1, “Configuring a MySQL or MariaDB Server,” on page 54
+ Section 8.1.2, “Configuring a Microsoft SQL Server,” on page 55

Configuring a MySQL or MariaDB Server

IMPORTANT: Do not create the Filr database on your MySQL or MariaDB server manually.

Let the Filr configuration wizard create the database to ensure the correct configuration.

Filr 3.0 Installation, Deployment, and Upgrade Guide



8.1.2

Table 8-1 Configuring MySQL or MariaDB for Filr

File Do This

1 - Edit the configuration file.

MySQL or MariaDB 1. Edit the file as follows:
server >/ et c/ ny. cnf
file [client]

defaul t-character-set = utf8

[nysql d]

character-set-server = utf8
max_connections = 900

transaction-isol ati on = READ- COW TTED
expire_l ogs_days = 7

The expi re_| ogs_days setting is optional, but is recommended because it
cleans up nysql - bi n-* files.

Unless this is done regularly, the files will consume significant disk space in the
vast or age directory.
2. Uncomment the InnoDB tables section.

3. Increase the buffer pool size to approximately 60 percent of the amount of
RAM that has been allocated to the dedicated server.

For example, a dedicated server with 4 GB of RAM should have a buffer pool
size of 2560 MB, as follows:

i nnodb_buf fer_pool _size = 2560M

4. ldentify or create a user account with sufficient rights to create and manage the
Filr database.

Worksheet 23 1. Record the username and password on Worksheet 23.

2. Continue with Section 8.2, “Setting Up Two Filr Search Appliances,” on
page 56.

Configuring a Microsoft SQL Server

IMPORTANT: Do not create the Filr database on your MS SQL server manually.

Let the Filr configuration wizard create the database to ensure the correct configuration.

Table 8-2 Configuring Microsoft SQL Server for Filr

File Do This

1 - Configure the server.
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File Do This

Server management 1. Enable remote access to the Microsoft SQL database server.

console 2. Open port 1433 on the Windows firewall where the database server is running.

3. Identify or create a user account that is configured with SQL Server
Authentication and has sufficient rights to create and manage the Filr
database.

IMPORTANT: Filr supports only SQL Server Authentication. Windows
Authentication and Windows Domain User Authentication to Microsoft SQL are
not supported.

Worksheet 23 1. Record the username and password on Worksheet 23.
Server management 1. Run the following queries against the database:
console

ALTER DATABASE dat abase- nane SET READ_COWM TTED_SNAPSHOT ON
ALTER DATABASE dat abase-name COLLATE Latinl_Ceneral Cl_AS KS W5

2. Continue with Section 8.2, “Setting Up Two Filr Search Appliances,” on
page 56.

8.2 Setting Up Two Filr Search Appliances

Filr best practices require that every expandable deployment have two Filrsearch appliances. There
are no advantages to having more than two.

Best practices allow for operating Filr with one search appliance, but only under special
circumstances, such as when reindexing is required. One appliance continues to service user
requests while the other is focused on rebuilding the search index.

Figure 8-3 shows that two Filr Search appliances are the third and fourth components deployed in an
expandable deployment.
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Figure 8-3 Set up Two Filr Search Appliances
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Table 8-3 Setting Up the Filrsearch Appliances

Page, Dialog, or Option

Do This

1.

Open a management browser on your administrative workstation and access
the Port 9443 Administration Utility on the first Filrsearch appliance using the
following URL:

https://filrsearch_| P_Address: 9443

Where IP_Address is the IP address of the first Filrsearch appliance.

Filr Search Appliance 1. Login as the vaadm n user with the password that you set for the appliance in
Sign In “Vaadmin password and confirmation:” on page 47.
Filr Search Tools m
1. Click the Configuration button # | t0 launch the Filr Search Configuration
Wizard.
Filr Search Configuration 1. Click Next.
Wizard 2. Type and confirm a password for the Lucene Service User (use the same
password for both appliances).
Make a note of the password for later.
3. Click Finish.
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Page, Dialog, or Option Do This

Search Settings 1. Scroll down and click Submit > OK.

1. Repeat the steps in this table for the second Filrsearch appliance, then close
the browser.

2. Continue with Section 8.3, “Setting Up the Filr Appliances,” on page 58

8.3 Setting Up the Filr Appliances

Figure 8-4 illustrates that the Filr appliances are deployed after all other components are in place.

Figure 8-4 The Filr Appliances Are Set Up Last
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Table 8-4 Logging in and Starting the Configuration Wizard

Page, Dialog, or Option Do This

1. Open a management browser on your administrative workstation and access
the Port 9443 Administration Utility on the first Filr appliance using the
following URL:

https://filr_I P_Address: 9443

Where IP_Address is the IP address of the first Filr appliance.

Filr Appliance Sign In 1. Login as the vaadm n user with the password that you set for the appliance in
“Vaadmin password and confirmation:” on page 47.

Filr Appliance Tools o

1. Click the Configuration icon % | o launch the Filr Configuration Wizard.

Filr Configuration Wizard 1. Large Deployment is automatically selected.

Click Next.

Figure 8-5 Each Filr Appliance Needs the Database Connection Information
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Table 8-5 Configuring each Filr to connect to the SQL Database

Page, Dialog, or Option Do This

Database 1. Specify the following configuration options for the database:

Database Type: Select the type of database that you prepared in Section 8.1,
“Setting Up the SQL Database,” on page 53.

Host Name: The host name or IP address of the database server.

Port: The wizard selects the standard port for the database type. If your server
communicates using a non-standard port, adjust the number accordingly

Database Name: The name of the database you want the wizard to create
(first appliance) and then connect to (subsequent appliances).

User Name: The administrative user name you identified in Section 8.1,
“Setting Up the SQL Database,” on page 53.

For the MySQL appliance, the defaultisfilr.

Password: The administrative user’s password.
2. Click Next.
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Figure 8-6 Initially, Each Filr Appliance Is Configured to Work with One Filr Search Appliance
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Table 8-6 Specify the First Search Appliance, Locale, and Admin user

Page, Dialog, or Option Do This

Search Appliance 1.

Specify the first Filrsearch appliance’s DNS name and Lucene password, then
click Finish.

IMPORTANT: If you specify the IP address, it must be resolvable to the DNS
hostname of the search appliance.

Click Next.

Default Locale 1.

Select a Default Locale.

2. If desired, specify a name other than admi n for appliance administration on

port 8443.
Click Finish.

IMPORTANT: Wait for the appliance to start before closing the tab or
navigating away from the page.

When the “Congratulations!” message displays, return to Table 8-4 and deploy
the next Filr appliance.

Atfter all of the Filr appliances are deployed, continue with “Completing the
Expandable Filr Deployment.”
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8.4 Completing the Expandable Filr Deployment

Figure 8-7 When One Filr Appliance Is Configured for “Filr Clustering,” All of Them Are
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Table 8-7 Enabling Filr-based Clustering

Page, Dialog, or Option Do This

Configuration Summary 1.

In the Configuration panel, click Clustering.

Clustering 1.

Select Enable Clustered Environment.

The JVM Route field is used only if you are setting up Apache load balancing,
and is used to uniquely identify this appliance. In many cases, the hostname
(automatically supplied) will suffice, but you can customize it if needed.

In the Server Address field, make sure that both Filrsearch appliances in your
deployment are listed. Separate the appliances with a space. Use either IP
addresses or fully-qualified hostnames to identify the appliances.

4. Click OK.

5. Click Reconfigure Filr Server.

The Filr appliance is reconfigured and restarted.

Subsequently, the configuration is shared by each Filr appliance through the /
vashar e mount point.

Figure 8-8 The Filr Appliances Are Individually Configured to Use Both Filrsearch Appliances
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Table 8-8 Configuring High-availability Searching

Page, Dialog, or Option Do This

Configuration Summary 1.

In the Configuration panel, click Search Appliance.

Search Appliance 1.

Click the Configuration Type drop-down list and select High Availability.

2. Type the Lucene service password that you set in Table 8-3 on page 57.

3. Notice that the Filrsearch appliance you configured for this Filr appliance is
listed under Name.
Click Add.
New Search Node 1. Inthe Name: field, type an arbitrary name for the second appliance.
2. Inthe Host Name: field, type the DNS host name of the other Filrsearch
appliance.
3. Click OK.
Search Appliance 1. Click OK.
Configuration 1. Click Reconfigure Filr Server.

The appliance is reconfigured and restarted.

However, in contrast with the process in Table 8-7, the Search Appliance
configuration is not propagated to the other Filr appliances.

In the upper-right corner, click Log out.

1. Log in to the next Filr appliance and repeat the steps in this table.

When all of the Filr appliances have been configured for high-availability
searching, continue with Dedicating a Filr Appliance to Indexing and Net
Folder Synchronization.

Dedicating a Filr Appliance to Indexing and Net
Folder Synchronization

As a best practice, Micro Focus recommends dedicating one Filr appliance to Indexing and Net
Folder Synchronization, which are very resource-intensive tasks.

Do the following:

+ Allow Net Folder Synchronization on only the dedicated appliance: Disable Net Folder
Synchronization on all other Filr appliances as follows:

1.
2. Click Net Folders.

3.

4. Repeat on all other Filr appliances except the one you are dedicating to Net Folder

Access the Port 9443 administration console.

De-select Allow Synchronization.

Synchronization.

Now when a Full synchronization occurs (either as a result of a scheduled or manual
synchronization), the Filr appliance that you set aside is the one that handles the load.

NOTE: Just-in-time synchronization (JITS) is unaffected and takes place on whichever Filr
appliance receives the user request that triggers JITS.
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+ Use Load Balancing to isolate the dedicated appliance from user requests: When you set
up load balancing, don’t include the dedicated Filr appliance in the round-robin rotation.

+ Rebuild the search index using the dedicated appliance: Follow the steps in the next

section.

Thereafter, the dedicated appliance will handle all of the re-indexing workload.

8.6 Using the Dedicated Filr Appliance to Complete
the Indexing Setup

Table 8-9 Index with the Dedicated Appliance

Page, Dialog, or Option Do This

1.

Open a management browser on your administrative workstation and access
the Port 8443 Administration Utility on the Dedicated Filr Appliance using the
following URL:

https://dedicated_filr_|P_Address: 8443

Where IP_Address is the IP address of the dedicated Filr appliance.

Filr 3.0 Sign In Dialog

Log in as user adm n with password adni n, or with the alternate administrator
name/password if you specified one for this appliance in Table 8-6 on page 62.

2. When prompted, change the user password.
Product Improvement 1. Click OK.
(first login only)
Filr Main Window (Web 1. Click the Admin user name in the upper-right corner.

access)

Select Administration Console.

Administration Console

Click Index in the left frame.

Search Index

Select Re-Index Everything.

Under Select the Nodes to Apply Re-Indexing to, select the second, write-
only Filrsearch appliance.

Click OK.

Indexing should complete with no errors.

Indexing has finished!

Click Close.

Administration Console

Click Nodes in the left frame.

Search Nodes

Change the User Mode Access option for the second Filrsearch appliance to
Read and Write.

Click Apply > Close.

the dedicated Filr appliance will now handle all of the re-indexing workload.
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Setting Up Filr Services

IMPORTANT: Filr 3.1 is only available as an online update to Filr 3.